Statistics 231B SAS Practice Lab #7
Spring 2006

This lab is designed to give the students practice in fitting logistic regression model, interpret odds ratio, inference about regression coefficient.
Example:  A marketing research firm was engaged by an automobile manufacturer to conduct a pilot study to examine the feasibility of using logistic regression for ascertaining the likelihood that a family will purchase a new car during the next year. A random sample of 33 suburban families was selected. Data on annual family income (X1, in thousand dollars) and the current age of the oldest family automobile (X2, in years) were obtained. A follow-up interview conducted 12 months later was used to determine whether the family actually purchased a new car (Y=1) or did not purchase a new car (Y=0) during the year. Data were recorded in the file CH14PR13.txt. 
1. Logistic Regression Model Fitting and Interpretation

1. Find the maximum likelihood estimates of (0, (1 and (2. (a) State the fitted response function; (b) obtain exp(b1) and exp(b2) and interpret the numbers;
(c) What is the estimated probability that a family with annual income of $50 thousand and an oldest car of 3 years will purchase a new car next year?


SAS CODE:

data ch14pr13;

infile 'c:\stat231B06\ch14pr13.txt';

input y x1 x2;

run;

/*fit logistic regression model*/
/*we can specify which event to model using the event = option in the model statement. */
/*alternatively, we can use the descending option in the proc logistic statement. That is*/
/*proc logistic data=ch14pr13 descending*/
proc logistic data=ch14pr13;

model y (event='1')= x1 x2;

run;
SAS output 1:
                                     The LOGISTIC Procedure

                                       Model Information

                         Data Set                      WORK.CH14PR13

                         Response Variable             y

                         Number of Response Levels     2

                         Model                         binary logit

                         Optimization Technique        Fisher's scoring

                            Number of Observations Read          33

                            Number of Observations Used          33

                                        Response Profile

                               Ordered                      Total

                                 Value            y     Frequency

                                     1            0            19

                                     2            1            14

                                  Probability modeled is y=1.

                                    Model Convergence Status

                         Convergence criterion (GCONV=1E-8) satisfied.

                                      Model Fit Statistics

                                                          Intercept

                                           Intercept            and

                             Criterion          Only     Covariates

                             AIC              46.987         42.690

                             SC               48.484         47.179

                             -2 Log L         44.987         36.690
                            Testing Global Null Hypothesis: BETA=0

                    Test                 Chi-Square       DF     Pr > ChiSq

                    Likelihood Ratio         8.2976        2         0.0158

                    Score                    7.4450        2         0.0242

                    Wald                     5.8280        2         0.0543

                                     The LOGISTIC Procedure

                           Analysis of Maximum Likelihood Estimates

                                             Standard          Wald

              Parameter    DF    Estimate       Error    Chi-Square    Pr > ChiSq

              Intercept     1     -4.7393      2.1020        5.0838        0.0242

              x1            1      0.0677      0.0281        5.8280        0.0158

              x2            1      0.5986      0.3901        2.3553        0.1249
                                      Odds Ratio Estimates

                                        Point          95% Wald

                           Effect    Estimate      Confidence Limits

                           x1           1.070       1.013       1.131

                           x2           1.820       0.847       3.908

                 Association of Predicted Probabilities and Observed Responses

                       Percent Concordant     75.6    Somers' D    0.515

                       Percent Discordant     24.1    Gamma        0.517

                       Percent Tied            0.4    Tau-a        0.259

                       Pairs                   266    c            0.758
(a) From the above SAS output, we can see that 

[image: image1.emf]
(b) exp(b1)=1.070; exp(b2)=1.820

exp(b1)=1.070 means that the odds of purchasing a new car increase by 7
percent with each additional one thousand dollars increase in income. 
exp(b2)=1.820 means that the odds of purchasing a new car increase by 82

percent with each additional year of the car. 

(c) (=Probability (Y=1 when x1=50, x2=3) =
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2.  Inferences about Regression Parameters

1. Test Concerning a Single (k: Wald Test


Hypothesis: H0: (k=0    vs. Ha: (k(0    

     Test Statistic: 
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Decision rule: If |z*|( z(1-(/2), conclude H0.

                             If |z*|> z(1-(/2), conclude Ha.
               Where z is a standard normal distribution.

Note: Approximate joint confidence intervals for several logistic regression model parameters can be developed by the Bonferroni procedure. If g parameters are to be estimated with family confidence coefficient of approximately 1-(, the joint Bonferroni confidence limits are

bk(Bs{ bk}, where B=z(1-(/2g).

2.  Interval Estimation of a Single (k
The approximate 1-( confidence limits for (k:

bk(z(1-(/2)s{ bk}

The corresponding confidence limits for the odds ratio exp((k):
exp[bk(z(1-(/2)s{ bk}]

3. Test Whether Several (k=0: Likelihood Ratio Test

Hypothesis: H0: (q=(q+1=...(p-1=0    v




Ha: not all of the (k in H0 equal zero

Full Model: 
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Reduced Model: 
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The Likelihood Ratio Statistic: 
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The Decision rule: If G2( (2(1-(;p-q), conclude H0.

                               If G2> (2(1-(;p-q), conclude Ha
(a) Obtain joint confidence intervals for the family income odds ratio exp(20(1) for families whose incomes differ by 20 thousand dollars and for the age of the oldest family automobile odds ratio exp(2(2) for families whose oldest automobiles differ in age by 2 years, with family confidence coefficient of approximately .90. Interpret your intervals.
SAS CODE:

data a;

/*Find z (1-(/2g) where (=0.1 and g=2*/
zscore=probit(0.975);

run;

proc print data=a;

run;
SAS OUTPUT 2:

    Obs     zscore

1 1.95996

As discussed above, the joint Bonferroni confidence limits for (k are

bk(Bs{ bk}, where B=z(1-(/2g). It is easy to show that the joint Bonferroni confidence limits for exp(20(1 ) are exp(20*b1(B*20 s{ b1}). From SAS OUPUT 1, s{ b1}.=0.0281; From SAS OUTPUT2, B=1.95996. The joint confidence intervals for exp(20(1) is equal to:
lower limit : exp(20*0677-1.95996*20 s{ 0.0281})=1.29
upper limit : exp(20*0677+1.95996*20 s{ 0.0281})=11.65
[image: image8.emf]
Using the similar technique, we can obtain the joint confidence limits for exp(2(2)
.72(exp(2(2)(15.28
(b) Use the Wald test to determine whether X2, age of oldest family automobile, can be dropped from the regression model; use (=0.05. State the alternative, decision rule, and conclusion. What is the approximate P-value of the test?

From the above SAS output 1, we see that Wald Chisquare test statistic is equal to 2.3553 and the corresponding P-value is equal to 0.1249. Therefore X2, age of oldest family automobile, can be dropped from the regression model
Note that in the text authors report Z* and the square of Z* is equal to the Wald Chi-Square Statistic, which is distributed approximately as Chi-Square distribution with df=1.
(c) Use the likelihood ratio test to determine whether X2, age of oldest family automobile, can be dropped from the regression model; use (=0.05. State the alternative, decision rule, and conclusion. What is the approximate P-value of the test? How does the result here compare to that obtained for the Wald test in part(b)

SAS CODE:
/*fit reduced model and generate SAS output 3*/

proc logistic data=ch14pr13;

model y (event='1')= x1;

run;
/* find chisquare critical value and generate SAS output 4*/
/*cinv(p,df,nc) returns the pth quantile, 0<p<1, of the chi-square distribution */
/*with degrees of freedom df. If the optional non-centrality parameter nc is */              

/*not specified, nc=0. nc is the sum of the squares of the means. */
data a;

chiscore=cinv(0.95,1); 

run;

proc print data=a;

run;
/*Find Chisquare P-value and generate SAS output 5*/
/*probchi(x,df,nc) returns the probability value of chi-square */

/*distribution with df degrees of freedom for value x and optional*/

/*non-centrality parameter nc. If not specified, nc=0. nc is the sum */

/*of the squares of the means*/
/*probchi calculate the area on the left hand side of the x value,*/ /*but p-value is the area on the right hand side of the x value.*/

/*Therefore p-vlaue=1-probchi*/
data a;

chipvalue=1-probchi(2.615,1);

run;

proc print data=a;

run;
SAS OUTPUT 3:                  The LOGISTIC Procedure
                                       Model Information

                         Data Set                      WORK.CH14PR13

                         Response Variable             y

                         Number of Response Levels     2

                         Model                         binary logit

                         Optimization Technique        Fisher's scoring

                            Number of Observations Read          33

                            Number of Observations Used          33

                                        Response Profile

                               Ordered                      Total

                                 Value            y     Frequency

                                     1            0            19

                                     2            1            14

                                  Probability modeled is y=1.

                                    Model Convergence Status

                         Convergence criterion (GCONV=1E-8) satisfied.

                                      Model Fit Statistics

                                                          Intercept

                                           Intercept            and

                             Criterion          Only     Covariates

                             AIC              46.987         43.305

                             SC               48.484         46.298

                             -2 Log L         44.987         39.305
                            Testing Global Null Hypothesis: BETA=0

                    Test                 Chi-Square       DF     Pr > ChiSq

                    Likelihood Ratio         5.6827        1         0.0171

                    Score                    5.4390        1         0.0197

                    Wald                     4.6616        1         0.0308

                                     The LOGISTIC Procedure

                           Analysis of Maximum Likelihood Estimates

                                             Standard          Wald

              Parameter    DF    Estimate       Error    Chi-Square    Pr > ChiSq

              Intercept     1     -1.9808      0.8572        5.3397        0.0208

              x1            1      0.0434      0.0201        4.6616        0.0308

                                      Odds Ratio Estimates

                                        Point          95% Wald

                           Effect    Estimate      Confidence Limits

                           x1           1.044       1.004       1.086

                 Association of Predicted Probabilities and Observed Responses

                       Percent Concordant     70.7    Somers' D    0.425

                       Percent Discordant     28.2    Gamma        0.430

                       Percent Tied            1.1    Tau-a        0.214

                       Pairs                   266    c            0.712
  SAS OUTPUT 4 :                                         
                                         Obs    chiscore

                                         1      3.84146
  SAS OUTPUT 5 :                                         
                                        Obs    chipvalue

                                         1      0.10586
From the above SAS output 1 which fits the full model, we see that
-2log-likelihood=36.69. From the above SAS output 3 which fits the reduced model, we see that -2log-likelihood=39.305. Therefore likelihood ratio test statistic=39.305-36.69=2.615. From SAS output 4, we see that (2(1-0.05;3-2)=5.02389. Since 2.615<3.84146, the predictor variable X2, age of oldest family automobile, can be dropped from the regression model. From SAS OUTPUT 5, we can see that the approximate P-value=0.10586.
Although we draw the same conclusion as part (b), likelihood ratio test is more sensitive than the Wald-test in rejecting the null hypothesis.
(d) Use the likelihood ratio test to determine whether the following three second-order terms, the square of annual family income, the square of age of oldest automobile, and the two-factor interaction effect between annual family income and age of oldest automobile, should be added simultaneously to the regression model containing family income and age of oldest automobile as first-order terms; use (=0.05. State the full and reduced models, decision rule, and conclusion. What is the approximate P-value of the test?
SAS CODE:

/*fit full model and generate SAS output 6*/
proc logistic data=ch14pr13;

model y (event='1')= x1 x2 x1*x1 x2*x2 x1*x2;

run;

/*fit reduced model and generate SAS output 7*/
proc logistic data=ch14pr13;

model y (event='1')= x1 x2;
run;
SAS OUTPUT 6:      Full Model:
                                       Model Fit Statistics

                                                          Intercept

                                           Intercept            and

                             Criterion          Only     Covariates

                             AIC              46.987         46.253

                             SC               48.484         55.232

                             -2 Log L         44.987         34.253
SAS OUTPUT 7:       Reduced Model:

Model Fit Statistics

                                                          Intercept

                                           Intercept            and

                             Criterion          Only     Covariates

                             AIC              46.987         42.690

                             SC               48.484         47.179

                             -2 Log L         44.987         36.690
From the above SAS output 6 which fits the full model, we see that

-2log-likelihood=34.253. From the above SAS output 7 which fits the reduced model, we see that -2log-likelihood=36.690. Therefore likelihood ratio test statistic=36.69-34.253=2.437. Using similar SAS code which generates SAS output 4, we can calculate that (2(1-0.05;6-3)=7.81473. Since 2.437<7.81473, the three second-order terms should not be added to the regression model. Using similar SAS code which generates SAS output 5, we can calculate that the approximate P-value=0.48678.
(e) Consider the pool of predictors consisting of all first-order terms and all second-order terms in annual family income and age of oldest family automobile. Use forward selection to decide which predictor variables enter into the regression model. Control the ( risk at .10 at each stage. Which variables are entered into the regression model?

SAS CODE:

data ch14pr13;

infile 'c:\stat231B06\ch14pr13.txt';

input y x1 x2;

x1c=x1-38.2424;

x2c=x2-3;

x1csqr=x1c*x1c;

x2csqr=x2c*x2c;

x1cx2c=x1c*x2c;

run;

/*obtaine mean(x1)=38.2424 and mean(x2)=3*/
proc means data=ch14pr13;

var x1 x2;

run;

/*forward selection with alpha risk controlled at 0.10, i.e. sle=0.1*/
proc logistic data=ch14pr13 descending;

model y=x1c x2c x1csqr x2csqr x1cx2c/selection=forward sle=0.1;

run;

SAS OUTPUT 8:                                                                            
                                  Probability modeled is y=1.

                                  Forward Selection Procedure

Step  0. Intercept entered:

                                    Model Convergence Status

                         Convergence criterion (GCONV=1E-8) satisfied.

                                      -2 Log L = 44.987

                                    Residual Chi-Square Test

                               Chi-Square       DF     Pr > ChiSq

                                   8.9789        5         0.1099

Step  1. Effect x1c entered:

                                    Model Convergence Status

                         Convergence criterion (GCONV=1E-8) satisfied.

                                      Model Fit Statistics

                                                          Intercept

                                           Intercept            and

                             Criterion          Only     Covariates

                             AIC              46.987         43.305

                             SC               48.484         46.298

                             -2 Log L         44.987         39.305

                            Testing Global Null Hypothesis: BETA=0

                    Test                 Chi-Square       DF     Pr > ChiSq

                    Likelihood Ratio         5.6827        1         0.0171

                    Score                    5.4390        1         0.0197

                    Wald                     4.6616        1         0.0308

                                    Residual Chi-Square Test

                               Chi-Square       DF     Pr > ChiSq

                                   4.3339        4         0.3627

NOTE: No (additional) effects met the 0.1 significance level for entry into the model.

                                  Summary of Forward Selection

                          Effect               Number         Score

                  Step    Entered      DF          In    Chi-Square    Pr > ChiSq

                     1    x1c           1           1        5.4390        0.0197
                           Analysis of Maximum Likelihood Estimates

                                             Standard          Wald

              Parameter    DF    Estimate       Error    Chi-Square    Pr > ChiSq

              Intercept     1     -0.3203      0.3856        0.6901        0.4061

              x1c           1      0.0434      0.0201        4.6616        0.0308

                                     The LOGISTIC Procedure

                                      Odds Ratio Estimates

                                        Point          95% Wald

                           Effect    Estimate      Confidence Limits

                           x1c          1.044       1.004       1.086

From the above SAS OUTPUT, centered X1 variable enters in step 1.
(f) Consider the pool of predictors consisting of all first-order terms and all second-order terms in annual family income and age of oldest family automobile. Use backward selection to decide which predictor variables enter into the regression model. Control the ( risk at .10 at each stage. Which variables are retained?

SAS CODE:

/*backward selection with alpha risk controlled at 0.10, i.e. sls=0.1*/
proc logistic data=ch14pr13 descending;

model y=x1c x2c x1csqr x2csqr x1cx2c/selection=backward sls=0.1;

run;

SAS OUTPUT 9: 

                                  Probability modeled is y=1.

                                 Backward Elimination Procedure

Step  0. The following effects were entered:

Intercept  x1c  x2c  x1csqr  x2csqr  x1cx2c

                                    Model Convergence Status

                         Convergence criterion (GCONV=1E-8) satisfied.

                                      Model Fit Statistics

                                                          Intercept

                                           Intercept            and

                             Criterion          Only     Covariates

                             AIC              46.987         46.253

                             SC               48.484         55.232

                             -2 Log L         44.987         34.253

                                     The LOGISTIC Procedure

                            Testing Global Null Hypothesis: BETA=0

                    Test                 Chi-Square       DF     Pr > ChiSq

                    Likelihood Ratio        10.7345        5         0.0569

                    Score                    8.9789        5         0.1099

                    Wald                     5.2028        5         0.3916

Step  1. Effect x2csqr is removed:
                                    Model Convergence Status

                         Convergence criterion (GCONV=1E-8) satisfied.

                                      Model Fit Statistics

                                                          Intercept

                                           Intercept            and

                             Criterion          Only     Covariates

                             AIC              46.987         44.369

                             SC               48.484         51.852

                             -2 Log L         44.987         34.369

                            Testing Global Null Hypothesis: BETA=0

                    Test                 Chi-Square       DF     Pr > ChiSq

                    Likelihood Ratio        10.6179        4         0.0312

                    Score                    8.9003        4         0.0636

                    Wald                     5.1727        4         0.2700

                                    Residual Chi-Square Test

                               Chi-Square       DF     Pr > ChiSq

                                   0.1116        1         0.7383

Step  2. Effect x1csqr is removed:
                                    Model Convergence Status

                         Convergence criterion (GCONV=1E-8) satisfied.

                                     The LOGISTIC Procedure

                                      Model Fit Statistics

                                                          Intercept

                                           Intercept            and

                             Criterion          Only     Covariates

                             AIC              46.987         43.404

                             SC               48.484         49.390

                             -2 Log L         44.987         35.404

                            Testing Global Null Hypothesis: BETA=0

                    Test                 Chi-Square       DF     Pr > ChiSq

                    Likelihood Ratio         9.5831        3         0.0225

                    Score                    8.6248        3         0.0347

                    Wald                     6.5413        3         0.0880

                                    Residual Chi-Square Test

                               Chi-Square       DF     Pr > ChiSq

                                   0.8776        2         0.6448
Step  3. Effect x1cx2c is removed:
                                    Model Convergence Status

                         Convergence criterion (GCONV=1E-8) satisfied.

                                      Model Fit Statistics

                                                          Intercept

                                           Intercept            and

                             Criterion          Only     Covariates

                             AIC              46.987         42.690

                             SC               48.484         47.179

                             -2 Log L         44.987         36.690

                                     The LOGISTIC Procedure

                            Testing Global Null Hypothesis: BETA=0

                    Test                 Chi-Square       DF     Pr > ChiSq

                    Likelihood Ratio         8.2976        2         0.0158

                    Score                    7.4450        2         0.0242

                    Wald                     5.8280        2         0.0543

                                    Residual Chi-Square Test

                               Chi-Square       DF     Pr > ChiSq

                                   2.0958        3         0.5528

Step  4. Effect x2c is removed:
                                    Model Convergence Status

                         Convergence criterion (GCONV=1E-8) satisfied.

                                      Model Fit Statistics

                                                          Intercept

                                           Intercept            and

                             Criterion          Only     Covariates

                             AIC              46.987         43.305

                             SC               48.484         46.298

                             -2 Log L         44.987         39.305

                            Testing Global Null Hypothesis: BETA=0

                    Test                 Chi-Square       DF     Pr > ChiSq

                    Likelihood Ratio         5.6827        1         0.0171

                    Score                    5.4390        1         0.0197

                    Wald                     4.6616        1         0.0308

                                    Residual Chi-Square Test

                               Chi-Square       DF     Pr > ChiSq

                                   4.3339        4         0.3627

                                     The LOGISTIC Procedure

NOTE: No (additional) effects met the 0.1 significance level for removal from the model.

                                Summary of Backward Elimination

                          Effect               Number          Wald

                  Step    Removed      DF          In    Chi-Square    Pr > ChiSq

                     1    x2csqr        1           4        0.1101        0.7401

                     2    x1csqr        1           3        0.7300        0.3929

                     3    x1cx2c        1           2        1.1867        0.2760

                     4    x2c           1           1        2.3553        0.1249
                           Analysis of Maximum Likelihood Estimates

                                             Standard          Wald

              Parameter    DF    Estimate       Error    Chi-Square    Pr > ChiSq

              Intercept     1     -0.3203      0.3856        0.6901        0.4061

              x1c           1      0.0434      0.0201        4.6616        0.0308

                                      Odds Ratio Estimates

                                        Point          95% Wald

                           Effect    Estimate      Confidence Limits

                           x1c          1.044       1.004       1.086

 X2csqr is deleted in step 1;  X1csqr is deleted in step 2; X1cX2c is deleted in step 3; X2c is deleted in step 4; X1c is retained in the model.
(g) Find the best model according to the AIC criterion.

(f) Find the best model according to the SBC criterion.

Now we encounter a very serious problem: the SAS proc logistic does not automatically select the best subset model(s) based on AIC or SBC criteria. One of the possible ways, a reasonable and cheap one, to resolve the problem is to use the stepwise selection method with SLE and SLS close to 1, e.g. SLE=0.99 and SLS=0.995. As a result, we will get the sequence of models starting with the null model and ending with the full model (all the explanatory variable included). The models in this sequence will be ordered in the way maximizing the increment in likelihood at every step.  It is important that we use the stepwise procedure in a way different from the one typically used. In stead of getting a single stepwise pick for some specific SLE value (for example, 0.05, or 0.15, or 0.3 or 0.5, etc.) we obtain the entire sequence. In doing so, we reduce the total number of K=2^p potential candidate model to the manageable number of P models. In our example with 5 potential explanatory variables, we reduce the number of candidate models from 2^5=32 to just 5. After this reduction we are able to apply AIC or SBC criterion.
SAS CODE:
/*output the summary of model building steps to the dataset SUM*/
/*ouput the -2logL AIC and SBC obtained at each step to the dataset FIT*/
ods output ModelBuildingSummary=SUM;

ods output FitStatistics=FIT;

/*conduct stepwise selection procdure with sle=0.99 and sls=0.995*/

proc logistic data=ch14pr13 descending;

model y=x1c x2c x1csqr x2csqr x1cx2c/selection=stepwise sle=0.99 sls=0.995;

run;

/*sort datasets SUM and FIT according to value of step */
/*step is a variable generated by SAS for both SUM and FIT*/

/*it refers the steps of action taken for stepwise selection*/
proc sort data=SUM;by step;run;

proc sort data=FIT;by step;run;

/*create dataset aic containing aic values only for each model*/

/*create dataset sbc containing sbc values only for each model*/

/*create dataset logL containing-2logL values only for each model*/

data aic sbc logL ;

merge SUM FIT;

by step;

if first.step then output aic;

else if last.step then output logL;

else output sbc;

run;

/*print dataset aic (SAS OUTPUT10) and sbc (SAS OUTPUT11)*/

proc print data=aic;

run;

proc print data=sbc;

run;

SAS OUTPUT 10:
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O        t r      v             d          i          i      i i        a            n         t

b        e e      e    D        e          S          S      S o        l            l         e

s        p d      d    F        l          q          q      q n        s            y         s

1        0             .        .      .          .      .     -2 Log L =    44.987213    44.987

2        1 x1c         1        1     5.4390      _     0.0197 AIC           46.987213    43.305
3        2 x2c         1        2     2.5303      _     0.1117 AIC           46.987213    42.690
4        3 x1cx2c      1        3     1.2432      _     0.2649 AIC           46.987213    43.404
5        4 x1csqr      1        4     0.7789      _     0.3775 AIC           46.987213    44.369
6        5 x2csqr      1        5     0.1116      _     0.7383 AIC           46.987213    46.253
Based on the above output 10, the best subset model with only one (two, or three, or four or five) predictor variables are  

Best Subset                                            AIC

X1c                                                         43.395

X1c  X2c                                                  42.690

X1c  X2c  X1cX2c                                     43.404          

X1c  X2c  X1cX2c  X1csqr                         44.369
X1c  X2c  X1cX2c  X1csqr  X2csqr             46.253  

Therefore, the best model according to the AIC criterion is based on X1c and X2c . AIC=42.690
SAS OUTPUT 11: 
                                                         I

                                                                                            n

                                                                                            t

                                                                                            e

                                                                                            r

                                                                                            c

                                                                                            e

                                                                                            p

                                                                                            t

              E      E             N                                              I         A

              f      f             u                                              n         n

              f      f             m                                              t         d

              e      e             b          S                                   e         C

              c      c             e          c          W      P C               r         o

              t      t             r          o          a      r r               c         v

              E      R             I          r          l      o i               e         a

              n      e             n          e          d      b t  E            p         r

              t      m             M          C          C      C e  q            t         i

            S e      o             o          h          h      h r  u            O         a

   O        t r      v             d          i          i      i i  a            n         t

   b        e e      e    D        e          S          S      S o  l            l         e

   s        p d      d    F        l          q          q      q n  s            y         s

   1        1 x1c         1        1     5.4390      _     0.0197 SC      48.483720    46.298
   2        2 x2c         1        2     2.5303      _     0.1117 SC      48.483720    47.179
   3        3 x1cx2c      1        3     1.2432      _     0.2649 SC      48.483720    49.390
   4        4 x1csqr      1        4     0.7789      _     0.3775 SC      48.483720    51.852
   5        5 x2csqr      1        5     0.1116      _     0.7383 SC      48.483720    55.232   

Based on the above output 11, the best subset model with only one (two, or three, or four or five) predictor variables are  

Best Subset                                            SBC

X1c                                                          46.298

X1c  X2c                                                   47.179

X1c  X2c  X1cX2c                                      49.390          

X1c  X2c  X1cX2c  X1csqr                          51.852

X1c  X2c  X1cX2c  X1csqr  X2csqr              55.232

Therefore, the best model according to the SBC criterion is based on X1c .  SBC=46.298
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