Statistics 231B SAS Practice Lab #2
Spring 2006

This lab is designed to give the students practice in fitting multiple linear regression model and testing regression relation, obtaining scatter plot matrix, correlation matrix and box plot for diagnostic purpose, calculate the coefficient of multiple determination R2 and coefficient of simple determination. 
Example: In a small-scale experimental study of the relation between degree of brand liking (Y) and moisture content (X1) and sweetness (X2) of the product, the data were obtained from the experiment based on a completely randomized design, see CH06PR05.txt. 

To study this relationship, we can first set up  
A Multiple Regression Model:  First Order Model with Two Predictor Variables
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Meaning of Regression Coefficients
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· In this example, when X1 changes, the change in Y is the same no matter what level X2 is held at, and vice versa.  Such a model is called an additive effects model and the predictors do not interact in the effects on Y.
Is it reasonable to assume this first order regression model? We can use Scatter Plot Matrix and the Correlation Matrix to get some feeling about the nature and strength of the bivariate relationship between each of the predictor variables and the response variable and in identifying gaps in the data points as well as outlying data points. A correlation matrix contains the coefficient of simple correlation between Y and each of the predictor variables, as well as all of the coefficients of simple correlation among the predictor variables. It is a complement to the scatter plot matrix.
(1) Obtain the scatter plot matrix and the correlation matrix.
SAS CODE:


[image: image4.wmf]run;

matrix

n 

correlatio

 

 the

calculate

/*

 x2;

y x1

var 

out1;

outp

 

rence

Brandprefe

data

corr 

 

proc

run;

/

*

matrix

plot 

scatter 

 

draw

/*

 x2;

y x1

 

*

 

 x2

y x1

scatter 

rence;

Brandprefe

data

insight 

 

proc

 x2;

y x1

input 

;

txt'

\ch06pr05.

:

Z

'

 

infile

rence;

Brandprefe

 

data

þ

ý

ü

=

=

þ

ý

ü

=


SAS OUTPUT:

Scatter plot matrix:
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The correlation matrix: 

The CORR Procedure

                                  3  Variables:    y        x1       x2

                                       Simple Statistics

   Variable           N          Mean       Std Dev           Sum       Minimum       Maximum

   y                 16      81.75000      11.45135          1308      61.00000     100.00000

   x1                16       7.00000       2.30940     112.00000       4.00000      10.00000

   x2                16       3.00000       1.03280      48.00000       2.00000       4.00000

                           Pearson Correlation Coefficients, N = 16

                                   Prob > |r| under H0: Rho=0

                                         y            x1            x2

                          y        1.00000       0.89239       0.39458

                                                        <.0001        0.1304

                          x1       0.89239       1.00000       0.00000

                                    <.0001                              1.0000

                          x2       0.39458       0.00000       1.00000

                                     0.1304        1.00000

Please write down what information do these diagnostic aids provide here?
(2) Fit the First Order Regression Model with Two Predictor Variables as discussed above and test whether there is a regression relation. Calculate the coefficient of multiple determination R2 and the coefficient of simple determination between Y and 
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         Coefficient of Multiple Determination
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The closer the R2 is to 1, the greater is said to be the degree of linear association       

 between 
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       Coefficient of Simple Determination between Y and 
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The closer the coefficient of simple determination is to 1, the greater is said to be    the degree of linear association between 
[image: image11.wmf]Y

ˆ

 

and

 

Y

 


SAS CODE:
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SAS OUTPUT :

                                       The REG Procedure

                                         Model: MODEL1

                                     Dependent Variable: y

                            Number of Observations Read          16

                            Number of Observations Used          16

                                      Analysis of Variance

                                             Sum of           Mean

         Source                   DF        Squares         Square    F Value    Pr > F

         Model                     2     1872.70000      936.35000     129.08    <.0001
         Error                    13       94.30000        7.25385

         Corrected Total          15     1967.00000

                      Root MSE              2.69330    R-Square     0.9521
                      Dependent Mean       81.75000    Adj R-Sq     0.9447

                      Coeff Var             3.29455

                                      Parameter Estimates

                                   Parameter       Standard

              Variable     DF       Estimate          Error    t Value    Pr > |t|

              Intercept     1       37.65000        2.99610      12.57      <.0001

              x1            1        4.42500        0.30112      14.70      <.0001

              x2            1        4.37500        0.67332       6.50      <.0001

                                         The CORR Procedure

                                2  Variables:    Y        yhat

                                       Simple Statistics

   Variable           N          Mean       Std Dev           Sum       Minimum       Maximum

   Y                 16      81.75000      11.45135          1308      61.00000     100.00000

   yhat              16      81.75000      11.17348          1308      64.10000      99.40000

                                       Simple Statistics

                                Variable    Label

                                Y

                                yhat        Predicted Value of Y

                           Pearson Correlation Coefficients, N = 16

                                   Prob > |r| under H0: Rho=0

                                                         Y          yhat

                        Y                          1.00000       0.97574
                                                                  <.0001

                        yhat                       0.97574       1.00000

                     Predicted Value of Y        <.0001
(a) Please write down the estimated regression function. How is b1 interpreted here? 

(b) Test whether there is a regression relation, using (=0.01. Write down the null hypothesis, alternative hypothesis, decision rule. What does your test imply about (1 and (2?
(c)  What is the P-value of the test in part (b)?

(d) How is the coefficient of multiple determination R2 interpreted here? Does it equal the coefficient of simple determination between Y and 
[image: image13.wmf]Y

ˆ

?

(3) Plot of Residuals. 

A box plot of residuals will show the minimum and maximum residual values, the first and third quartiles, and the median residual values. Box plot is particularly useful for obtaining summary information about the symmetry of the residuals and about possible outliers.
A plot of residuals versus predicted values and predictor variables will suggest if a linear regression function is appropriate for the data being analyzed and whether the variance of the error terms is constant. 
A plot of residuals versus interaction terms with systematic pattern will suggest the presence of interaction effect. 

A normal probability plot of residuals with nearly linear suggests the data are normally distributed, whereas a plot that departs substantially from linearity suggests that the error distribution is not normal
SAS CODE:
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SAS OUTPUT:

                   Plot of residual*yhat.  Legend: A = 1 obs, B = 2 obs, etc.
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                    Plot of residual*x2.  Legend: A = 1 obs, B = 2 obs, etc.
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                                    The UNIVARIATE Procedure

                                Variable:  residual  (Residual)

                                            Moments

                N                          16    Sum Weights                 16

                Mean                        0    Sum Observations             0

                Std Deviation      2.50732261    Variance            6.28666667

                Skewness           0.05459543    Kurtosis            -0.8789294

                Uncorrected SS           94.3    Corrected SS              94.3

                Coeff Variation             .    Std Error Mean      0.62683065

                                   Basic Statistical Measures

                         Location                    Variability

                     Mean     0.000000     Std Deviation            2.50732

                     Median   0.025000     Variance                 6.28667

                     Mode      .           Range                    8.60000

                                           Interquartile Range      3.70000

                                   Tests for Location: Mu0=0

                        Test           -Statistic-    -----p Value------

                        Student's t    t         0    Pr > |t|    1.0000

                        Sign           M         0    Pr >= |M|   1.0000

                        Signed Rank    S         0    Pr >= |S|   1.0000

                                      Tests for Normality

                   Test                  --Statistic---    -----p Value------

                   Shapiro-Wilk          W     0.975851    Pr < W      0.9222

                   Kolmogorov-Smirnov    D     0.106775    Pr > D     >0.1500

                   Cramer-von Mises      W-Sq  0.022652    Pr > W-Sq  >0.2500

                   Anderson-Darling      A-Sq  0.161747    Pr > A-Sq  >0.2500

                                    Quantiles (Definition 5)

                                     Quantile      Estimate

                                     100% Max         4.200

                                     99%              4.200

                                     95%              4.200

                                     90%              3.350

                                     75% Q3           1.875

                                     50% Median       0.025

                                     25% Q1          -1.825

                                       Basic scatter plot     10:26 Thursday, March 30, 2006  25

                                    The UNIVARIATE Procedure

                                Variable:  residual  (Residual)

                                    Quantiles (Definition 5)

                                     Quantile      Estimate

                                     10%             -3.100

                                     5%              -4.400

                                     1%              -4.400

                                     0% Min          -4.400

                                      Extreme Observations

                              ----Lowest----        ----Highest---

                              Value      Obs        Value      Obs

                              -4.40       14         1.30        8

                              -3.10        3         2.45       12

                              -2.65       13         3.15        4

                              -1.95        7         3.35       15

                              -1.70        6         4.20       11

                        Stem Leaf                     #             Boxplot
                           4 2                        1                |
                           3 24                       2                |
                           2 4                        1                |
                           1 23                       2             +-----+
                           0 26                       2             *--+--*
                          -0 1                        1             |     |
                          -1 760                      3             +-----+
                          -2 60                       2                |
                          -3 1                        1                |
                          -4 4                        1                |
                             ----+----+----+----+

                                         Normal Probability Plot

                       4.5+                                         ++*+

                          |                                   * +*++

                          |                                 *+++

                       1.5+                             *+*+

                          |                         +**+

                          |                      +**

                      -1.5+                 *+*+*

                          |              +*++

                          |          ++*+

                      -4.5+      +*++

                           +----+----+----+----+----+----+----+----+----+----+

                               -2        -1         0        +1        +2
Please interpret these plots and summarize your findings.
� EMBED Equation.3  ���
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