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Opinion
Studies of learning, and in particular perceptual learning,
have focused on learning of stimuli consisting of a
single sensory modality. However, our experience in
the world involves constant multisensory stimulation.
For instance, visual and auditory information are inte-
grated in performing many tasks that involve localizing
and tracking moving objects. Therefore, it is likely that
the human brain has evolved to develop, learn and
operate optimally in multisensory environments. We
suggest that training protocols that employ unisensory
stimulus regimes do not engage multisensory learning
mechanisms and, therefore, might not be optimal for
learning. However, multisensory-training protocols can
better approximate natural settings and are more effec-
tive for learning.

Suppose that an adult individual wishes to learn to
discriminate a variety of bird species. What would be
the best training protocol for this kind of learning?
Acquiring this skill can involve many types of learning
and here we focus on aspects of perceptual learning;
namely, improvements in the perceptual skills that
enable recognition and discrimination of the birds. Based
on many studies of visual perceptual learning [1–5], we
can hypothesize that this learning might be obtained
through training with pictures or video clips of the bird
types labeled with the name of the species. However,
mastering perceptual skills is often slow and effortful in
adults (although some initial learning can be rapid [6]).
Studies of perceptual learning show that a simple task of
detecting a subtle visual stimulus can require a month or
more of training to asymptote, with only a small incre-
ment of performance [7–9].

Would the learning be easier if the training combined the
imageswith the sound of the birds?Most likely ‘yes’ because
the bird songs are another feature that can be used to
distinguish the different species. What if the individual
must discriminate among the species only based on pictures
in the absence of any sound?Would training with auditory–

visual (i.e. multisensory) stimuli still be beneficial if the
ultimate goal of learning is to visually discriminate them?
Traditionally, researchers of perception would answer ‘no’,
with the assumption that if the task to be learned is visual,
then sound features that would be absent during the task
would not be very helpful for learning, and could even be
disruptive to learning by distracting attention away from
visual features. However, here we discuss findings that
show the opposite.
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We note that the human brain has evolved to learn and
operate in natural environments in which behavior is often
guided by information integrated across multiple sensory
modalities. Multisensory interactions are ubiquitous in the
nervous system and occur at early stages of perceptual
processing. Therefore, unisensory-training protocols used
for skill acquisition in adults can provide unnatural settings
and do not tap into multisensory learning mechanisms that
have evolved to produce optimal behavior in the naturally
multisensory environment. Within this framework, we
argue that multisensory-training protocols, as opposed to
unisensory protocols, can better approximate natural set-
tings and, therefore, produce greater and more efficient
learning. However, the extent to which this facilitation
occurs depends upon appropriate relations (i.e. congruency;
between the information coming into each of the senses.

The multisensory brain
Perception has traditionally been viewed as a modular
function with the different sensory modalities operating
largely as separate and independent processes. However,
an overwhelming set of new findings has overturned this
dogma. Reports of multisensory interactions in various
perceptual tasks and settings indicate that these inter-
actions are the rule rather than the exception in human
processing of sensory information [10,11] and there exists a
rapidly growing literature of the neuroanatomical, electro-
physiological and neuroimaging studies that show that
multisensory interactions can occur throughout processing
[11–13].

There are numerous brain areas and pathways for
multisensory interactions, ranging from the brain stem
[14] to early sensory cortical areas [13,15], to association
and other cortical areas [12], including feedforward [16]
and feedback pathways [17,18]. Of particular interest are
recently discovered multisensory modulations, activations
and connectivity at the earliest stages of perceptual pro-
cessing; areas that have long been viewed as ‘sensory-
specific’ [12,13] (also see Refs [19–21]). Such findings of
multisensory interactions in early brain areas, raise the
question of whether any brain regions can be fully charac-
terized through their unisensory response properties [12],
and motivate our assertion that learning at all processing
stages can involve multisensory processes.

Multisensory plasticity in development
Both animal and human studies of the early stages of life
show that, during early development, an alteration to the
environment or a disruption of processing to one sense, can
result in a striking degree of neural plasticity between
the senses [10,11,22–25]. For example, changing spatial
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correlations between auditory and visual inputs alters the
multisensory representation in the superior colliculus [26],
and disruption to the inputs to auditory cortex can result in
this area being driven by visual inputs [27]. These findings
provideevidence that learningandplasticity inearly life can
be highly multisensory.

Furthermore, multisensory stimulation has been argued
to provide a redundancy that is crucial for extracting infor-
mation that would not be possible based on unisensory
stimulation alone in early infancy. For example, Bahrick
and Lickliter [28] showed that 5-month-old infants could
discriminate visually presented rhythms only if they were
habituated with auditory–visual presentations of the
rhythm and not when habituated with visual-only or audi-
tory-only presentations of rhythm.

Multisensory facilitation of unisensory learning
Although sensory plasticity [5] and perceptual learning in
adults is considerably more restricted compared to devel-
opment [29], accumulating reports indicate the superiority
of bisensory training in adult learners. A recent study
compared auditory–visual and visual training for percep-
tual learning by using a coherent motion detection and
discrimination task [30]. Compared to a visual (V) group,
the auditory–visual (AV) group showed greater learning
both within the first session (Figure 1a) and across the
ten training sessions (Figure 1b). The two groups were
compared on trials that only contained visual signals and
no auditory signal and, therefore, the advantage of multi-
sensory trainingwas evident even in the absence of auditory
information.Theadvantage ofauditory–visual trainingover
visual-alone training in this study was substantial; it
reduced the number of sessions required to reach asymptote
by as much as �60%, while also raising the maximum
performance.

Complementary results were found in a study of audi-
tory recognition [31]. Voice recognition was improved by
audiovisual training (voice co-presented with video of the
speaking face) as compared to training with voice alone.

Multisensory exposure has also been reported to enhance
reinforcement learning [32] in Drosophila (e.g. fruit flies).
Drosophila conditionedwith concurrent visual and olfactory
Figure 1. Results of multisensory facilitation of visual learning. Congruent (blue) auditor

session learning, compared to (c) unisensory training (red). Incongruent (green) trainin

trials containing only visual signals. Shaded regions indicate within subject standard e

from Ref. [33].
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cues demonstrated facilitated learning of subthreshold
stimuli as compared to drosophila conditioned with only
visual cues.More importantly, unisensorymemory retrieval
was also enhanced by themultisensory learning conditions.
Moreover, preconditioningwith bimodal stimuli followed by
unisensory conditioning led to crossmodalmemory transfer.

These results indicate that multisensory training pro-
motes more effective learning of the information than
unisensory training. Although these findings span a large
range of processing levels and might be mediated by differ-
ent mechanisms, it nonetheless seems that the multisen-
sory benefit to learning is an overarching phenomenon.

The importance of congruency
Can training on any arbitrary pair of auditory and visual
stimuli have such facilitatory learning effects? We suspect
that theanswer is ‘yesandno’.Althoughtrainingonanypair
of multisensory stimuli might induce a more effective
representation of the unisensory stimulus, the effects could
be substantially more pronounced for congruent stimuli.
Here, we define congruency broadly as the relationship
between stimuli that are consistent with the prior experi-
ence of the individual or relationships between the senses
found in nature. This spans the basic attributes such as
concordance in space and time, in addition to higher-level
features such as semantic content (e.g. object and speech
information).Although some of these relationshipsmight be
more fundamental than others, we regard congruency as an
overall function of all these relationships. As such, the
extant data seem to support the role of congruency in
learning facilitation.

For example, Kim, Seitz and Shams [33] compared learn-
ing across three groups, one trained with visual motion
stimuli only, onewith congruent auditory–visual (bothmov-
ing in the same direction) and one with incongruent audi-
tory–visual stimuli (moving in opposite directions). They
found that facilitation was specific to the congruent con-
dition (Figure 1c), and concluded that facilitation involves
multisensory interactions (as opposed to task-relevant
information or a general alerting effect induced by sound)
because the results cannot be easily explained without a
consideration of the crossmodal featural relationships.
y–visual training results in, (a) faster within-session learning and (b) greater across-

g does not show same benefit as congruent training (blue). Data in all plots is for

rror. Parts (a) and (b) reproduced, with permission, from Ref. [30]. Part (c) adapted



Box 1. Acquisition of new multisensory associations

Recent studies using a diversity of tasks, species and paradigms have

provided evidence that novel and arbitrary associations between

multisensory features can be acquired in the mature brain. Studies

have found that primates can learn multisensory associations, and in

the case of haptic–visual associations, multimodal areas such as the

Anterior Rhinal Cortex [41,42] are necessary for this learning. However,

Gibson and Maunsell [43] found that macaque monkeys learned to

associate arbitrary auditory and visual stimuli and, after this training,

cells in inferotemporal cortex showed responses selective to the trained

multisensory associations, indicating that multisensory learning also

alters responses in brain areas often considered as unisensory.

Multisensory learning is not limited to primates as shown by Guo

and Guo [32] who found that conditioning in Drosophila was formed

between arbitrary visual and olfactory cues.

Recent behavioral studies in humans show that novel multisensory

associations can develop very rapidly. For example, Seitz et al. [5]

found that after an 8 min exposure period to a rapid serial

presentation of auditory and visual stimuli, subjects learned to

identify auditory–visual ‘objects’ that showed statistical regularities

within the sequence. This type of statistical learning has been argued

to be the basic process of new object formation in both infants and

adults [44]. In a related paradigm, Kawahara [45] found that novel

auditory–visual contexts could be implicitly learned by human

subjects. Tanabe et al. [46] investigated neural substrates of audio-

visual paired-association learning with functional Magnetic Reso-

nance Imaging (fMRI) during a delayed matching to sample task. As

learning progressed, visual cortical activity increased during the delay

after an auditory component of a pair was presented, and conversely,

superior temporal gyrus displayed more activity in response to the

visual component of a pair with learning. Whereas these studies

examined high-level object formation, a few recent studies have

shown that association between arbitrary low-level auditory and

visual [47] and visual and haptic [48] features can also be learned in

human adults.
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Similarly, von Kriegstein and Giraud [31] reported that
although the recognition of cell phone rings was improved
after arbitrary pairing with the cell phone images, this
improvement was much smaller compared to that of voices
paired with faces.
Figure 2. Schematics of processes of multisensory versus unisensory learning. (a) Du

visual structures are activated (shown in red). (b) In multisensory training, both visual (

activated. A, V, and MS represent auditory, visual, and multisensory areas, respective

connections that undergo learning are shown in orange, light orange and bright oran

training, some alteration can be achieved in corresponding unisensory structures. With

unisensory structures (d) or in multisensory structures (e) and (f).
Consistent with these results, research has demon-
strated that low-level multisensory interactions are specific
to congruent stimulus features (e.g. Ref. [34]). Although
congruency is clearly important for learning, it is worth
ring encoding for unisensory training, only visual inputs (v) are present and only

v) and auditory (a) inputs are present and a larger set of processing structures are

ly. (c),(d),(e) and (f) Different alterations that can result from learning. Areas and

ge represent low and high degrees of plasticity, respectively. (c) With unisensory

multisensory training, greater alterations can be achieved and these can occur in
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noting that many multisensory congruencies can only exist
as a function of our experience. For example, congruencies
such as a dogmaking a ‘woof’ sound and a bellmaking ‘dong’
sound are experientially driven. Given this, it is possible
that if training continued for a longer period of time, the
facilitation by the arbitrary cell phone and ring type in von
Kriegstein and Giraud [31] might have become equally
effective in the subsequent recognition task. Indeed, new
evidence indicates that arbitrary associations between cross
modal features can be learned in adult observers (Box 1),
although less clear is the extent to which learning can
overcome relationships that are prevalent in nature such
as the incongruentmotion directions used byKim, Seitz and
Shams [30].

Mechanisms of multisensory facilitation of unisensory
learning
How does multisensory training benefit later performance
of unisensory tasks? The answer must involve an altera-
tion in the representation of the unisensory information.
The key difference between unisensory and multisensory
training exists during encoding, whereby a larger set of
processing structures are activated in the multisensory
paradigms (Figure 2a,b). However, there are several pos-
sibilities regarding which structures are altered during
this learning process. A dichotomy can be found between
frameworks that conjecture that multisensory processing
facilitates changes within unisensory representations
(Figure 2d), and those that conjecture alteration or for-
mation of multisensory representations (Figure 2e,f). In
other words, in one framework the learning affects the
same structures and representations that undergo modi-
fication using the classic unisensory training (Figure 2d)
and the result of facilitation is that later presentation of
unisensory stimuli will yield a stronger activation of uni-
sensory structures. Whereas in the other, the learning
involves alteration of connections between modalities
(Figure 2e) or the formation or alteration of multisensory
representations (Figure 2f), and the later presentation of
unisensory stimuli will activate a wider, multisensory,
network of brain regions.

How can the learning only affect ‘unisensory’ (e.g.
visual) structures? One possibility is that activation of
Box 2. Multisensory facilitation of memory

Memory research shows that multisensory exposure can result in

superior recognition of objects compared to unisensory exposure. For

example, it has been suggested that auditory–visual synaesthesia can

provide a superior memory capacity [49]. Likewise, Lehman and

Murray [50] had subjects conduct a recognition task in which subjects

indicated for each stimulus presentation whether that stimulus had

been previously presented; a subset of these stimuli were paired with

sounds that corresponded to the image identity (e.g. image of a bell

and ‘dong’). Even though sound was not present in the second

presentation, they found that the images that were previously

presented with their corresponding sound were recognized better

than those that had previously been presented only visually. Similar

to the case of perceptual learning, congruency (here semantic

congruence) has an important role in multisensory facilitation and

incongruent stimuli (e.g. image of a bell and a ‘woof’ sound) did not

facilitate memory.

Results of this kind are in line with the classic psychology notion of

‘redintegration’, which refers to the phenomenon in which a whole
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neurons of one modality is modulated by the signals
originating from neurons of a different modality. It has
been proposed that for low-level perceptual learning to
occur, a threshold in neural activation needs to be exceeded
[5]. This theory would predict that by modulating the
activity in visual areas, sound could cause the visual
activation to exceed the threshold and, thus, facilitate
visual learning (or vice versa). Some studies of perceptual
learning have found specificity of learning to primitive
sensory features (such as spatial location, angle of orien-
tation or motion directions), indicating that learning can
take place in early stages of sensory processing [2]. The
finding of auditory facilitation of visual motion learning
(discussed earlier) fits this framework, in that training
resulted in sensitivity changes in simple motion-detection
tasks and these were found to be specific to trained visual
motion direction [30,33]. Thus, Seitz and Dinse [5]
accounted for this phenomenon as an example of how
multisensory stimulation could boost visual (auditory)
processing and result in alterations of unisensory visual
(and/or auditory) structures (Figure 2d). Multisensory
enhancement of activity can take on several forms, in-
cluding increases in the firing rate [14,35], resetting the
phase of ongoing oscillatory activity [36], decreasing
response latencies [37,38] and each of these mechanisms
could have the effect of enhancing plasticity.

Alternatively, facilitation can be explained by multi-
sensory exposure resulting in formation or alteration of
a multisensory representation that can then be invoked by
a unisensory component (Figure 2e,f). This conjecture has
been largely motivated by Predictive Coding models
[39,40]. The auditory facilitation of visual motion learning
discussed earlier is also consistent with this framework.
Although visual motion activates primarily the visual
motion processing areas, repeated auditory–visual motion
presentation could result in alterations in the functional
connectivity between unisensory areas (Figure 2e), or in
alterations within (or connectivity with) a multisensory
area that receives input from relevant unisensory regions
(Figure 2f). As a result, even the visual motion alone would
activate auditory or multisensory motion processing areas,
hence providing a richer representation upon which detec-
tion and discrimination processes can operate. Some recent
state of mind is restored from an element of the whole [51–54].

Several recent neuroimaging studies of memory have provided

results that shed light on the mechanism of redintegration. An fMRI

study of object memory showed that recognition of images activated

olfactory (piriform) cortex for images that had initially been presented

in the context of an odor [55]. A Positron emission tomography study

of word recognition found that the visual recognition of words that

were encoded using auditory and visual representations activates

auditory cortical areas, even though the recognition did not require

retrieval of auditory information [53]. However, the role of imagery in

these findings is not entirely ruled out, and it is also not clear whether

the multisensory activations indeed contribute to the retrieval process

or are epiphenomenal. Nonetheless, these and other studies [56,57]

suggest that multisensory exposure enables stimuli to be encoded

into multisensory representations and, thus, will later activate a larger

network of brain areas than those invoked after unisensory encoding,

and this might underlie the behavioral facilitation observed in some

studies [50].



Box 3. Multisensory educational methods

Educators and clinicians have long believed that multisensory

training can enhance learning [58–61]. A simple advantage of

multisensory training is that it can engage individuals with different

learning styles, for example, some people are ‘visual learners’ and

others ‘auditory learners’. However, above and beyond this, multi-

sensory training is demonstratively more effective at an individual

level. For example, Treichler [62] stated ‘People generally remember

10% of what they read, 20% of what they hear, 30% of what they see,

and 50% of what they see and hear’. Montessori [59,63] started the

multisensory learning movement approximately ninety years ago,

and most subject areas in a Montessori school use a mixture of visual,

auditory, tactile and kinesthetic approaches. Over the last 1.5 decades,

several modern language instruction techniques have coalesced into

a method called Multisensory Structural Language Education, which

uses visual, auditory, tactile-kinesthetic and articulatory modalities for

teaching [64].

With the advent of technology in the classroom, a growing research

area in multimedia educational techniques strongly parallels percep-

tual research of multisensory facilitation. The principle of ‘dual

coding’ [65] indicates that information entering the system through

multiple processing channels helps circumvent the limited processing

capabilities of each individual channel and, thus, greater total

information can be processed when spread between multiple senses.

Related research indicates that multimodal processing reduces

cognitive load because information from different modalities can be

more easily chunked into short-term memory and used to build long-

term representations [66]. The ‘Cognitive Theory of Multimedia

Learning’ [67] builds upon this idea through studies of classroom

materials; animations that are co-presented with narrations facilitate

learning of facts and concepts. Importantly, this framework indicates

key constraints on how this facilitation of learning occurs [68].

Namely, that additional information within the same modality, which

saturates one channel with information, and materials that are

incoherent with the core concept interfere with learning. Altogether,

these findings indicate that research on the mechanisms of multi-

sensory facilitation can have important benefits in pedagogy.
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findings have been reported to support this mechanism.
For example, von Kriegstein and Giraud [31] reported that
functional connectivity between face (e.g. fusiform face
area) and voice (e.g. temporal voice areas) areas is
increased after voice–face training (Figure 2e) and these
associative representations subsequently became avail-
able for unisensory recognition. Several recent studies of
memory are consistent with this framework aswell (Box 2).

Further research is needed to discriminate between
accounts of learning that suggest alterations of unisensory
structures (Figure 2d), those suggesting alterations in
connectivity between unisensory structures (Figure 2e)
and those suggesting alterations of multisensory struc-
tures (Figure 2f). However, it is important to note that
these forms of learning are not mutually exclusive and can
occur in parallel. Given that multisensory interactions
occur at multiple stages of processing, it is likely that all
three types of mechanisms are operating in the brain, and
the relative contribution of each depends on the task, and
factors such as stimuli and extent of training.

Relevance of the findings
These findings indicate that learning mechanisms operate
optimally under multisensory conditions. But does this
finding have practical relevance? Are theremany conditions
Box 4. Questions for future research

� How general is the multisensory benefit to learning? Is it restricted

to certain tasks, or is it a universal property of perceptual and

cognitive learning?

� What are the mechanisms by which multisensory training

modulates activity during encoding, and does this involve

different processes than found in unisensory training?

� To what extent does multisensory facilitation result in alterations

within unisensory versus multisensory structures? How does this

differ across different training procedures?

� Do long-term and/or hard-wired multisensory associations facil-

itate learning in a fundamentally different way than newly trained

ones? For example, can adults learn a new multisensory

congruency that will be equally effective as one formed during a

developmental critical period?

� Are the observed advantages of multisensory training unique to

stimulation from multiple modalities or do they generalize to any

redundant set of sensory stimuli, even within the same modality?
in which training can be made multisensory with mean-
ingful congruent stimuli, or is this finding only applicable to
very few learning situations? This is of course an empirical
question, but we speculate that these findings can have
important implications for real-life learning applications.
Most objects have multisensory representations. Most
abstract notions canbe communicatedusingmultiplemedia
(e.g. by written words or images, by auditory articulation or
their natural sounds). In fact, some of the most successful
education philosophies have incorporated multisensory
training into their curricula (Box 3). These educators have
empirically noticed that multisensory training for various
tasks is more effective than the traditional unisensory
training schemes, and have incorporated these approaches
into educational protocols at all levels of instruction.

Conclusions
The results presented here demonstrate that multisensory
training can be more effective than similar unisensory-
training paradigms. However, this facilitation is limited by
preexisting congruencies of information coming from the
different senses. In general, we conjecture that perceptual
and cognitive mechanisms have evolved for, and are tuned
to, processing multisensory signals. Under such a regime,
encoding, storing and retrieving perceptual information is
intended by default to operate in a multisensory environ-
ment, and unisensory processing is often suboptimal as it
would correspond to an artificial mode of processing that
does not use the perceptual machinery to its fullest poten-
tial. However, research of learning is typically conducted
with simple stimuli in minimal settings. We encourage
more research on multisensory learning paradigms so that
the mechanisms and processes of learning within natural
settings can be better understood (Box 4).
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