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Overview: BayesSummaryStatLM

BayesSummaryStatLM is an R package for Bayesian linear
regression models for big data that includes several choices of
prior distributions for the unknown model parameters.
Markov chain Monte Carlo (MCMC) procedures for Bayesian
linear regression models with normally distributed errors that use
only summary statistics as input.
Can handle huge data set ( use only summary statistics of data as
input).
Can analyze data that is updated over time.
Overcomes physical memory limits of a user.

Bibby(Mi) Zhou (UCR-Statisitcs) BayesSummaryStatLM Tutorial Feburary 8, 2018 3 / 18



Methods

Bayesian linear regression model
The purpose of linear regression is to model a response variable Y
using a set of predictor variables X = (X1, ..., Xk). The model with K
predictors is as following:

Yi = β0 + β1X1i + ...+ βkXki + εi (1)

where i = 1, ..., n and εi ∼ Normal(0, σ2). The likelihood is given by:

L(Y |β0, β1, ..., βk, σ2) =
1

(2πσ2)n/2
exp[− 1

2σ2
(Y −Xβ)′(Y −Xβ)] (2)

where Y is an n× 1 column vector, X is an n× (k + 1) matrix and β is
a (k + 1)× 1 column vector.
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Methods

•The parameters to be estimated are:
·Regression coefficients: β = (β0, β1, ..., βk)′β = (β0, β1, ..., βk)′β = (β0, β1, ..., βk)′

· Error variance parameter σ2.

•In the Bayesian framework, we assign prior distributions to βββ and σ2

and produce the joint posterior distribution as the product of the
likelihood and prior distributions;

•Assume priors of βββ and σ2 are independent. The full conditional
posterior distributions for the parameters are proportional to the joint
posterior distribution, treating all other parameters as fixed constants.

• The Gibbs sampler is used to sample from the full conditional
posterior distributions.
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Methods

• In BayesSummaryStatLM package, the full conditional posterior
distribution depend on the data only through the summary statistics
X ′X,X ′YX ′X,X ′YX ′X,X ′Y for βββ, and X ′X,X ′Y, Y ′YX ′X,X ′Y, Y ′YX ′X,X ′Y, Y ′Y for σ2.
• These values can be calculated by combining summaries from
subsets of data. In this package, it assumes the data is partitioned
horizontally by the samples n into M nonoverlapping subsets, such
that if X is dimension n× ψ , then the partition is by the following:

XXX =


X1

X2
...
Xm

 (3)

where each XmXmXm,m = 1, ...,M has ψ columns.
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Methods

The full data summary statistics are calculated as follows, for
m = 1, ...M chunks:
Full data

X ′XX ′XX ′X =

M∑
m=1

X ′
mXmX ′
mXmX ′
mXm, (4)

X ′YX ′YX ′Y =

M∑
m=1

X ′
mYmX ′
mYmX ′
mYm, (5)

Y ′YY ′YY ′Y =

M∑
m=1

Y ′
mYmY ′
mYmY ′
mYm, (6)

The YYY vector is also s also partitioned horizontally, similarly to Formula
(4).
The Gibbs sampler is used to sample from all full conditional posterior
distributions.
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Priors

Prior distributions for βββ
• Uniform prior for βββ.
• Multivariate Normal prior for βββ with known mean vector µµµ and known
covariance matrix Σ.
• Multivariate Normal prior for βββ with unknown mean vectorµµµ and
unknown covariance matrix Σ.

Prior distributions for σ2

• Inverse Gamma prior for σ2 with known shape and scale parameters.
• Inverse sigma squared prior for σ2(the Jeffreys prior for σ2).
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Function Arguments

• Two major functions in this package: read.regress.data.ff() and
bayes.regress().
• read.regress.data.ff() returns a list of the summary statistics:
X ′X,X ′Y, Y ′YX ′X,X ′Y, Y ′YX ′X,X ′Y, Y ′Y for later use and the total number of data values:

first.rows: The number of rows to read in the first chunk of data.
Default = 100,000.
next.rows: The number of rows to read in the remaining chunks of
data. Default = 100,000.
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Function Arguments

• bayes.regress() is used to generate the MCMC posterior samples for
the unknown Bayesian linear regression model parameters. This
function takes as input the summary statistics calculated by the
function read.regress.data.ff().

The options of β priors: ”flat”,”mvnorm.known” and ”mvnorm.unknown”.
The options of σ2 priors: ”inverse.gamma”, ”sigmasq.inverse”.
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Example

Simulate data from the linear regression model (1) with 10 predictor
variables, with data sample size 10000.
The matrix X = (X1, ..., X10)X = (X1, ..., X10)X = (X1, ..., X10) was simulated from a multivariate normal
distribution by the following, where each column vector represents a
predictor variable: XXX ∼ Normal(0,Σ).

the variance-covariance matrix Σ =


1 0.2 0.2 . . . , 0.2

0.2 1 0.2 . . . , 0.2
...

...
... . . . ,

...
0.2 0.2 0.2 . . . , 1

 The

model parameters βββ were simulated from a standard normal
distribution.
The error parameter σ2 was assigned σ2 = 1.
Then the response values were simulated from the model:

Yi = β0 + β1X1i + ...+ β10X10.i + εi (7)

Bibby(Mi) Zhou (UCR-Statisitcs) BayesSummaryStatLM Tutorial Feburary 8, 2018 11 / 18



Example
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Example
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Output

•The output is a list containing a matrix of MCMC posterior samples
for βββ of dimension = (Tsamp.out, k+1), and a vector of MCMC posterior
samples for σ2of dimension = (Tsamp.out) which is the number of
MCMC posterior samples.
• To further analysis MCMC posterior samples, we can use the R
pacakge coda. The output of sim.beta.sigmasq.outi can be converted
to class ”mcmc” using the mcmc() function:
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Graphical Diagnostics for β1 and σ2
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Summary statistics of β1 for σ2

The returned value for the 95% posterior equal-tail credible interval limits of
β1 is (-0.8876, -0.8455) includes the simulated value of -0.8638 for β1.

The returned value for the 95% posterior equal-tail credible interval limits of
σ2 is (0.9952, 1.0520 ) includes the simulated value of 1 for σ2.
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Table

Posterior mean and posterior 2.5%,97.5% percentiles for the unknown model
parameters for the simulation and the true parameters.
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Thank you !!
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